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1?UMMARY

Let Xi\n be the /th order statistic given by

^ Xj'.n ^ Xn'.n

when n independent observations Xu i = \,7,... ,n are arranged in the
ascending order of magnitudes. Some of the results obtained by Siddiqui
[2] are extended for discrete distributions. Applications relating to testing
the hypothesis and testing the outlier are also stated using the joint dis
tribution of {A'fcin, AOt+iin+m}. ,

Introduction

Let Xi-n be the /th order statistic given by

Xl\n ^ X2-.n ^ ^ Xp-,n

when « independent observations Xi,i = 1, 2,.. . , « are arranged in the
ascending.order of magnitudes. The joint distribution of {Xk-.n, Xk+s-.n+m}
for any k, j, 1 .< fc < «, 1 < /c + s < « + m has been studied by
Siddiqui [2], assuming absolute continuity of the distribution function
under the following hypotheses:

F# : Zi, I = 1,2,+ m, are identically distributed with a com
mon distribution function F(a). Hi : Xi, i •= 1, 2 «, are identi
cally distributed with a common distribution function Fix) and Xi,
/• = H + n -\r 2, . . . , n + m, are identically distributed with a com
mon distribution function G{x).

Some of the results ob^ined by Siddiqui [2] are extended for discrete
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distributions. Applications relating to testing the hypothesis Ho and test
ing the outlier are also stated in section 4 using the joint distribution of

{XkM, Xk+s-.n-\-in)

Let Xi be integral valued random variables taking the values 0, 1, ,
with respective probabilities/(0),/(l), . . . , for / = 1,1, , «and with
respective probabilities ^(0), g(l),..., for i = n + \,n + 2,... ,n m.
The distribution functions are given by

F(x) = S /(/) and G{x) = S g[j).
i<x i<,x

2. Probability that Xr:„ = X/c+s;n+m under Hi

The probability measures under Hq and Hi are denoted by Pq and Pj -
respectively.

Now

00

Pl{Xk+s-.n+m —Xk:ii) — S Pi{Xk+s-.n+iit —X] Xkin —x) Pi{Xk:n = x).
x^O

Consider the event {Xk+s:n+m = x ] Xk-.n = x). This event can occur if
and only if, out of m observations from G{x), s —j observations are less
than x,j + i observations are equal to x and m —s —i observations are
greater than.* with respective probabilities G{x —1), g{x) and 1 —G(x);
ij =0,l,...,s-i^0,l,...,m~s).

Hence

m—s s

Pl{Xlc+s:„+m == X\ Xk:n = X) = I- S CO',;, m) G'-^ix - 1) '
1=0 J=0

. g'+<(jc) (1 - Gix))'"-'-' (2.1)

here G{x —1)'= 0 for x = 0 and

mj

(2.1) can also be written as
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Pl(-S'&+i:n+m = X| Xk\n —X)

-s\ Tij+i)r(i +1)

' 65

=(r)Y|(;)rr1WS^
. G'-Kx - 1) (1 - G{x))^-'-'

m—s 5

=(7)2
i=o;=o

(1 - (7(x))™-'-' (vfgU))^ fg(x)(l - ir))< ig(x)t/»v(2.2)

Interchanging the summation and integral signs, we have

Pl{^Ic+s:n+in ~ ^ I ^k:n — x)

1

= f ) (m - j) (wfCx) + Gix —1))' (gix) (1 —w)
> V W • J

+ 1 —G{x))^- '̂̂ gix)dw (2.3)
N.

Putting wg'Cx) + G{x - 1) = V, we have

Pl{Xk+sin+m
\= x\Xk-,,^ X) J v»(l -
G(x-])

(2.4)

Hence P-iiXk+s-.n+m = ^k\id

G{x) F(x)

X=0 G(x-l) P(X-1)

'• v'(l —v)"*-' w"''̂ (1 —w)""^ dv dw ' ' (2.5)

' = S [/G(a:)(j + 1, 7M —i) —kGx-i){s + 1, ffJ —j)]
*=.0

[lF[xAk, n—k-\r 1) —lF{x-i){k, n —k + 1)] (2.6)
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where Ip{a, b) is defined by ,

and tabulated by Pearson (1934).
Under

}-

Poi^l'+s-.n+m — ^k:n} — ^ "2 i)
X=0

- + l,m— j)] [rFix){k, n- Ic + I)
- /ir(.-i)(/c, « - /C + 1)] (2.7)

. 3. Joint Distribution of (Xic-.,,' Xk+s-M+„!) under Alternative Hi

Let h(x, y) = P{Xk\„ = x, Xu+s-.n+m = j).

Case I. y = X

Then h{x, x) = P{Xk-\-s\n+m' —x | Xu-.n —x) P{Xk-.n —x)

Case II. y > x. ' u

(i)'Among Xi, X2, , Xn, let /c —Oj —1 observations be < :)c,
1 observations be =x, I — a^ — observations be >:*:

but <y, 61 + 62 + 1 observations be =y, n —k —b^ —i — \ ob
servations be >y and among Z„+i, A'n+2,. . . , Xn+m,s — i — c^ — \
observations be < m — s — Ca + i + 1 observations be >;» and

, Ci + Ca observations be =j'.
(ii) Among X„ X^, . . . , X„, Jet k - —1 observations be Oc,

fli + ^2 + 1 observations be = x, i —a^ —bi observations be >x
but <y, bi + 62 observations be =y, 11 —k —i —b2 observations
be >y and among X„+i, Xn+2, . . • , Xn+m, s —i — Ci — I-obser
vations be <x, Ci + Cj +" 1 observations be =y, and m —s
— C2 + / observations be > y.

These two cases are equally likelyexcept when = 62 = = Cj = 0.

h{x, 3*) = P{Xk-.n = X, Xk+s\n+m = y \
+ P{Xk\n —-x, Xk+s:n+in —y \ Xk+s:n+m^ G{x))
= IPi^Xk'.n ~ Xy Xk-^s'.n-\'m —y 1Xk+s\n-^m 6 F{xy)

when bi, b^, Ci, are not all equal to zero,
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Now

P(Xk-.n = X, Xk+s:ii+m = y 1̂ Ic+s-.n+m ^\F{x))
71 ffi—i+i+1 i-i—1 n—k—i—l i i—bi /c—1

'»=s S'S s SSS'
_ 1=0 C2=0 Ci=0 62 = 0 6i=0oa=0oj"0

n\m\

' ! («i+fl2+l) !(^+^'2 + 1) !

1 pk-<h—l
{s —i —Cj —1) ! (m —s —Cj + / + 1)! (Ci + Cg) !

• [G{y - [1 - [ '̂O' - 1) - Fix)]'-"---'-''

•[/(x)]''-+"=+'[l — i> 02 + bi

Using the technique applied in section 2, we have, on simplication.

2PiiXk:n —X, Xk+s-,ii+m —y \ Xk%s:n+m ^ Fix))

n\m\

^S (m-_ {m-s + i)\i\ {k - 1) !
/==0

^ 0(y) F(y) . -Fix) ,
(n k i+1)!(5 I ')

. „fc-i(2 _ uy (1 - du dz dw

• ^ (3.1)

Casein. y<x.

(i) Among Zi, X, Xn, letk-i-b,-l observations be <>-,
hi -t- ia + 1 observations be =y, i — observations be >y
but <x, fli + fla + 1 obseravations be =x and n —a^ —k observ
ations be >x, and,among Xn+i, Xn+2 A'n+m, + z — + 1
observations be '<y, Cx + observationsbe =>'and m—s—/—Ca—1
observations be >y. ^ '

(ii) Among X^, X^, . . • , X,„ let k - i - b, - 1 observations be.O-,
+ &2 observations be =y, i - observations be >y but

<x, fli + fla + I observations be =x and n ^ k — observations
be >:v, and among X„h> ^r,+2, • • • >Xn+m, let s + i + q observ
ations be <y,Ci + C2 + 1 observations be = ;vand h-5—/-Cj—1
observations be > y.

"^hese two cases are equally likely except when Ci = C2 = bi = b^ = 0.
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Thus ,

n m—s—i—\. s+i+l n—k i i—Oi k~i—2

=^ S E S S S S S
1= 0 C2=0 Ci=0 aj=0ai = 0 62=0 6i = 0 *

n \ m\

(k-i-b^-2)! (i-a^-b^)! {n-a^-k)! (j+i-q+l) ! {b^+b^+\) !

° (m - J+ /- C2 - 1) !(a + fla + 1)! (cj +C2) ! ®
•[F(;t-1) -FCj;)]'-"!-"' [I - Fix)]"-"---'' [&(>- - l)]^+'-n+i

After simplification we have

n

-Kx, y)=^2 2^(5+j+i) !{m-s-i-2) !i\{n-k) !{k-i-2) 1
'P(y) F(x) G(y)

• J' (z-ty {I —z)"~''w'- '̂+^
F(y-i) Fix-\) G{y-l)

dt dz dw.

Let us also consider the case when bi = b2 — Ci= Cg = 0

P{Xk , n = X, „+ni = y [ Xlc+s •. n+m 6 F(x))

rt ! m ! V* 1
i2-(n ~ k) l-Y (k —i ~ 2) \ (s + i + 1) ! (m —̂ —1) ! /!

• - 1)]'"'-" lG(y - 1)]'+^+^ [1 - Giy)]""-'-*-^

N F(x)

' (I -wY-''(w-F(y)ydw
F(x-\)

and

P0^k-,n ~ p^> Xk-'ts'.n+m —y 1Xk+s\n+m ^--G{x))

""OT-^iyr S i!(A:-/-l) !(j+i) !{m-s-i-1) !
f

r-
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I F(x) .

•[1 - G [F{y -

Hence under Hi

Pii^k-.n = X, Xk+s\n+m = j)

I

{w —F (j))Kl — iv)",-* dw
F{x-\)

•[1 -

' m

Gjy - 1) giy)F(y- 1)
L(5 + 1"+ 1) (fc-i-1) J

(1 —w)"-" (w —Fiy)y dw.

4. Applications

69

(a) For testing the hypothesis Ho that Xi, i = 1, 2, . , n + m are
identically distributed with a common .distribution function F(x), we can
make iise of the medians of sample and extended sample. -Under Ho, the
medians do not differ significantly on the intuition'that almost half of the
observations of the additional sample will be less than or equal to and the
other half of them are greater than the median of the original sample.

Suppose that n is odd, the sample median would be where
Ic = n + 1/2. For m even, the median of the extended sample is Xk+s:n+m,
where fc + s = « + /w+l/2=>j = m/2.

For given n and m, we can obtain k and s and making use oftlie result
obtained in section 3 under Ho

, oo'

Po^^k+s\n+m —Xk-.n) — 23 \JPl,x){s + 1, 171 iS) /F(!»-i)
:«=0

(j + m —j)] • [fp(.x){k, n— fc + 1) —Jprnik, rt —k + 1)] (4.1)

Using (4.1) the test for testing F# would be developed. For given f(*),
Jpixis + 1, wj - a) etc. are obtained from the table due to Pearson [1].

, For given a, the level of significance we accept Ho if

Po{Xk+s\n+m^^ Xlc.n) < K

or

i'o('̂ ^:+s:n+'" — Xkj!) J> 1 <*

) f
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(b) Using the largest order statisties of a sample of an extended sample
we can develop the test for testing the presence of outlier on the intuition
that for X„..„ to be an outlier, all the additional observations should be less
than Xnn' resulting the, largest order statistic of the combined sample
unchanged, that is Y,,-.,, = T„,+„ with probability one.

^ Let Hq be the hypothesis that X„„ is not on outlier. The hypothesis Hq
'is to be accepted at level of significance a, if

Pai^nln = Xm+ti:m+n) < WhcrC Pf^{Xn\n = Xm+n n+n^ IS obtaihcd by
using the table of Incomplete Beta function for k = n, s =~w,,and for
different values-of
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