ORDER STATISTICS OF A SAMPLE AND OF AN EXTENDED
SAMPLE FROM DISCRETE DISTRIBUTIONS

VISHNU DAYAL JHA and A. P, KHURANA
"University of Indore, Indore

o (Received : February, 1982)

SUMMARY

Let X; :n be the ith order statistic given by
Xtin< o < oo < Xuin

when n independent observations X;, i = 1, 2,..., n are arranged in the
ascending order of magnitudes. Some of the results obtained by Siddiqui
[2]-are extended for discrete distributions. Applications relating to testing
the hypothesis and testing the outlier are also stated using the joint dis-
tribution of {Xx:n, Xr+ts:ntm}. ‘

Introduction

Let X;.n be the ith order statistic given by '
Xl:n < Xz:n‘ < e <.A’p:n

when n independent observations Xi,i = 1,2, ..., n are arranged in the
ascending order of magnitudes. The joint distribution of {Xk:, Xk-+smym}
for any k,5, 1<k <nm1<k+s<n+ m has been studied by
Siddiqui [2], assuming absolute continuity of the distribution function
under the following hypotheses:

He: Xiyi=1,2,...,n + m, are identically distributed with a com-
mon distribution function' F(x). H, : X;,i = 1,2, ..., n, are identi-
cally distributed with a common distribution function F(x) and X,
i=n+1l,n+ 2,...,n 4 m,areidentically distributed with a com-
mon distribution function G(x). -

Some of the results obtained by Siddiqui [2] are extended for discrete

re
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distributions. Applications relating to testing the hypothesis H, and test-
ing the outlier are also stated in section 4 using the joint distribution of

{Xk:m Xk+s:n+m}
Let X; be integral valued random variables taking the values 0, 1, .. .,
with respective probabilities f(0), f(1),...,fori = 1,2, ...,nand with
respective probabilities g(0), g(1), ..., fori =n+ Ln - 2,...,n + m.

The distribution functions are given by

F(x) = I f(i) andr'G(x) = T g(i).
i<x X

2. Probability that Xk;n = Xk+s;n+m undel' H]_

The probablhty measures under Hy and H; are denoted by Po and pP;-

respectively.
Now ~

P]_(Xk+s:n+m = Xk:n) = ZOP],(XIc+s:n+m = X l Xrin = x) Pl(Xk n = x)
x=

Consider the event (Xi+smem = X | X = x). This event can occur if
and only if, out of m observations from G(x), s — j observations are less
than x, j 4 i observations are equal to x and m — s — i observations are
greater than x with respective probabilities G(x — 1), g(x) and 1 — G(x);
(j=0,1,...,s;i=0,1,...,m-—s).

. Hence

P1(Xk+s:n+m = X I X = X) E Z C(l Js Sy m) Gs—j(x - l) -

i=0 _]—
¢ g ti(x) (1 — G(x)™— .1
here G(x — 1)'= 0 for x = 0and

m!
G-NIGrDlm—s—i)!

C(i’ Js S m) =

(2.1) can also be written as
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Py(Xrtsintm = X | X = X) -

-5 ST R

{ . | . . Gs—l(x — 1) ga'+l(x) (1 — G(x))m—s—:i
MOy
<
. o 1 )
(1 — GG [ (wg)Y ()1 — W) gW)dw (2.2)
. ’ 0

Interchanging the summation and integral signs, we bave

P;(X16+s:n+m =X [ Xin = %)

1 ' ~
N (’sn) (m — ) I (wg(x) + G(x - 1)* () (1 — w)

. , 0
# | : F 1 — Gy g(x)dw (2.3)
Putting wg(x) + G(x — 1) = v, we have

G(x) .

Pi(Xktsingm = X l Xem = Xx) = (m —5) ( 'Sn> j v.s(l — y)m=eidy
Glx—1)
(2.4)
Hence Pl(X[c+::n-i—m = Xk:n)
- e G Fx)
— — m n ’ -
k=9 (5 )(1) 2
- x=0 G(x—1) F(x-—1)

B e - pym=s-1 k-1 (1 — wynk dy dw . (2.5)

= I [low(s + 1,m —5) — Les-p,(s -+ 1, m — )]

'x==0 .

[r@k, n—k + 1) — Ire-p(k,n — k + 1)] (2.6)
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where Ip(a, b) is defined by - L

’

Ie(a, b) =

P
a-1 — ¢)b-1 . -
B(a, B d[t (t—1 \c_ljt, ab>0

and tabulated by Pearson (1934).
Under Hg,

-

Po(x’k+s mtm = A’k n) = z" [IF(:o)(S + l nt — S)

!

— Ir(a- x)(S + 1,m— s)] Iray(k, n — k + 1
— Irz-p(k,n—k + 11 - Q7).

3. Joint Distribution of (Xi.n» Xitsutn) under Alternative H,

Let h(x, ¥) = P(Xe:n = X, Xeysintm = )
Casel. y = x )
) Then /i(x, X) = P(J‘,k+s:n+m'= x ] Xiin = x) P(‘Yk:" = X)

Casell. y > x.

a +a + 1 observatlons be =x, { — a, — b, observations be >x
but <y, b, + b, + 1 observationsbe =y, n — k — by —i — 1 ob-
servations be >>y and among X, +y, Xntoy« vy XpgmS —i— ¢ — 1
observations be < y, m — s — ¢, + i + 1 observations be >y and
¢, + ¢, observations be.=y.
(11) Among X,, X,, ..., Xa Jlet -k —a, —1 observations be <,
a, + a, + 1 observations be = x,i —a, — b; observations be >x l

(1) Among X;, Xz, ..., Xn, let kK —a; — 1 observations be < x, ‘

but <y, b, + b, observations be =y, n — k — i — b, observations
be >y and among Xu+1, Xp4g, - . o 5 Xngmy s —1— €1 — 1 obser-
vations be <x, ¢ + ¢ 1 observatlons be =y, ‘and m—s
— ¢, 4 i observations be > y

" These two cases are equally likely except when by = by = ¢; = ¢; = 0.

. _ . |

h(x5 y) = P(Xk!n = X, Xetsintm = y ] Xk-l—s:n-}-me F(X)) . . G |
-+ P(A’k;n =X, Xk—}—s:)x-l—m = ¥y l A’k+s:n+m € G(x))
= 2P(Xk:n = X, -ch-l-‘s:n+m =Y l Xk+s:n+m € F(x)) : ' ’

when bl’ b,, ¢, ¢ are not all cqual to zero,
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Now

P(Xk:n = X, Xptomtm =Y l Xetsintm e\F(x))
n m—stit)s—i—l n—k—i=1 i i=bj k=1

T * =2 x - 2 2 T 2 =
A\ . i=0 ¢=0 ¢=0 by=0 b;=0a;=0 a;=0
| n Im!
(k'—'al_l) r (l"'ag—bl) '(n'—‘k bg—'l—‘l) ! (a1+ag+ ]) ! (b1+b3+1) !
1 k a1 *

"G—i—c¢—NDlm—s—c+i+ Dl +e)! Fo-n
16y — D=1 [1 = GOYP—es++1~+ [F(y — 1) — F)i=o—

[ feteHl — Pkt =1] Ot g (p)levtes, § > ay + by
Usiné the technique applied in section 2, we have, on simplicétion.

2P1-(Xk:n = X, é’k+s;n+m =Yy I Xk\-}-s:n—l-m € F(X))

ntm!

- g EZ.ZO m—s+i)lit(e—1)"

: : . - ; Go) FQ) T
4 N . .
! . — k — (s — 7 —
. S (n k—i+ Dits—1 l) G(y-1) F(y— 1) Fx-1)
uk——l(z — u)w (1 — z)n —k—1—i, ws—x 1(1 — w)n—s-}-l du dz dw "

’ (3 1)

Case Ill. y < x.

(i) Among Xy, Xy, ..., Xu let k —i — by — 2 observations be <y,
b, + b, + 1 observations be =y, i —a; — b, observations be >y -
but <x, @, + a, + 1 obseravations be =xandn —a, — k observ-
ations be >x, and.among Xn4, X,,+2, ey Xngms Fi—c + 1
observations be <y, ¢, + ¢, observations be =yand m—s—i—ca'—-l
observations be >y. /

(ii) Among Xi, Xz ... Xn, Iet k—i—b—1 obsarvatlons be <y,

by + b, observatxons be =y, i — a, — b, observations be >y but
'<x,a, + a, + 1 observations be =x and n — k — a, observations
be >x, and among Xp+1, Xntas « « « » Xndwn 166 5+ -+ ¢y observs -
ations be <y, ¢; + ¢; + 1 observations be = yand n—s—i—¢,—1
observations be > y. : '

These two cases are equally likely except when ¢, = ¢, =b = b, = 0.
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Thus

M—s—i— 1, s+i+1 n— k i = k—1-2

=2y 5SS 3 Sy

i=0 cy=0 ;=0 a,=0a;=0 by=0 ;=0 ® :
»
. nlm!
(k—i—b—2)! (i—a,—by) ! (n—az—k) ! (S+l_cl+1) ! (b1+ba+1) v
e . - [F(y—Dp-+-aa-
T m—sti—e—1)!(@ta +1)!(c;+cy)!
[FGr—1) —FIF~1=%[1 — F)]™* [6(y — D]pH-erht
LNt [ — G)Jr—s+—o1 [ flx)]ertertt [gy)rten
After simpfiﬁcation we have
nlml! '
hxy) =2 z (s+i+1)! (m s—z—?.) lil (n k) '(k——z—-2) !
Ry mm G . |
. f‘ J" . pe—i-2 (Z__ t)i (1 —_ Z)n—k wSH+1 (1 _ w)m—s—i—-2 I
Fy—1) Fx—1) GO—1) _ | ¥
' dt dz dw.
Let us also consider the case when bl = by = ¢;= ¢y = 0
P(Xk in = X, Xk+s; n4-m = y [ Xk+s\;"+m € F(x)) -
- _ n!lm! z 1 3
T n—h)! = (k—=i=-2l@+i+Dlm—s—i—Dil
- [Fy — D2 [G(y — D+ [1 — G(y)r—++-1
~ F(x) ) A
- a—wrr e —FOY aw
F(x-1) ’
and
] =4

Im! 1 - 1\TsHie
= (:—";c)! 2 i1 (k—i=1)T(s+i) ! (m—s—i—1)! [GOr—DF*8()
! ' . '
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- F) .

U=GOIF Fo =D [ = FONU— w)"-" d
a CORG—1)
Hence under H,
Py (Xk n = x, Xk+s nm = y) . ' . | .
& m‘ L = [G(y - 1)]3‘+_* [E@-'-l)]k-(—)

(n —m) ! (s—H) ! (m——s -1t

1 s [ G = 1) g(y) Fy—1)
[~ GOt GLitD ¥ k—=i=1) -

i

* F(x) o ’
(1 —wy=*(w — F())* dw.

' F(x—1) . ~

\

4. Appllcatlons

(a) For testing the hypothesns Ho that X.;, i= 1 2, ... 0+ m are
identically distributed with a common distribution function F(x), we can
makc iise of the medians of sample and extended sample. Under H,, the
medians do not differ significantly on the intuition- that almost half of the
observations of the additional sample will be less than or equal to and the.
other half of them are greater than the median of the original sample. ’

Suppose that nis odd, the sample median would be Xi. where
k = n + 1/2. For m even, the median of the extended sample is Xk+”+m_
wherek+s=n+m+l/2=¢s—m/2 '

For given n and /n, we can obtain k and s and makmg use of the result
obtam\cd in section 3 under H, :

Po(Xk+s:n+m = an) = lz [IF(z)(S 4 1, n — S) '— IF(a—l)
(s + 1, m—s)]: [’F(x)(k, n— k+ 1) — Iry(k, 8 — k + D] (4. 1)

Usmg (4.1) the test for testing Ha would be developed. For given F(x),
Iriz(s + 1, m — 3) etc. are obtained from the table due to Pcarson [l]
. For given o, the level of s1gn1ﬁcance we accept Hy 1f
Pu(Xk+s.n+m ¢ Xk.n) < &%
or g ) .
Pol(Xk-l'—s:n—.i.-m = Xgw) > 1—0a"
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~ (b) Using the largest order statisties of a sample of an extended sample
we can develop the test for testing the presence of outlier on the intuition
that for Xu.. to be an outlier, all the additional observations should be less
than X,, resulting the largest order statistic of the combined sample
unchanged, that is Xy = Xutn myn With probability one.

. Let Hy be the hypotliesis that X, , is not on outhcr The hypothesis Ho
7is to be accepted at level of significance «, if -

Po(Xn n = Xminimn) < & where Py(Xun = = Xinin n+m) 18 Obtalned by

"using the table of Incomplete Beta function for k =n05= m, and for
different values- of F(x).
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